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ABSTRACT   
Background/purpose – ChatGPT, a recent form of AI-based language model, 
have garnered interest among people from diverse backgrounds with its 
immersive capabilities. Using ChatGPT to support or generate scientific 
research has also created an ongoing debate over its advantages versus risks. 
The present study aimed to conduct an AI-enabled research process using 
ChatGPT so as to evaluate its potential to generate an accurate, clear, concise, 
and unbiased information as these are essential elements of rigorous scientific 
work. 
Materials/methods – To achieve this aim, we worked on emergency remote 
teaching (ERT), which garnered significant interest due to its wide-spread use 
during the COVID-19 pandemic, and created opposing views, particularly in 
comparison to online teaching. We conducted a simultaneous query on 
ChatGPT-3.5 and 4 on five basic themes: (1) the definition and emergence of 
ERT, (2) the appropriateness of ERT for different grade levels, (3) a comparison 
between ERT and online teaching, (4) the possible outcomes of ERT, (5) the 
future prospects and uses of ERT, and we performed a comparative evaluation 
of these responses with regard to accuracy, clarity, conciseness, and potential 
bias. We also used Cohen’s kappa to assess inter-rater agreement in our 
analysis.  
Results – The results indicated that both versions were capable of generating 
accurate information without significant bias although the responses lacked 
depth and insight with being somewhat repetitive. As the level of judgment 
required by the query increased, the performance of ChatGPT-4 was much 
better; it provided clearer and more concise responses with a more 
synthesized and detailed categories of information on ERT.  
Conclusion – Based on our results, we state that the cooperation of human 
and artificial intelligence is still warranted to ensure an accurate and reliable 
output from AI-based scientific queries. If ChatGPT is a plane with innovative 
technologies, there still needs to be a pilot in the cockpit to make use of these 
technologies in the best way so as to fly the plane safely to its destination. 
Keywords – Artificial intelligence, ChatGPT, emergency remote teaching, 
OpenAI, generative AI, AI in education, chatbot.   
To link to this article– https://dx.doi.org/10.22521/edupij.2023.122.6           

http://www.edupij.com/
http://www.edupij.com/
mailto:tijen.tulubas@dpu.edu.tr
http://edupij.com/
http://edupij.com/
https://orcid.org/0000-0001-9406-8361
https://orcid.org/0000-0003-3108-3219
https://orcid.org/0000-0002-5361-7261
https://orcid.org/0000-0002-0271-3747
https://orcid.org/0000-0003-0346-8154
https://orcid.org/0000-0003-4696-7420
https://dx.doi.org/10.22521/edupij.2023.122.6


                                                                                      Tülübaş et al. | 94 

Ed Process Int J  |  2023  |  12(2): 93-110. 

1. INTRODUCTION 

Since the release of ChatGPT (Chat Generative Pre-trained Transformer) by OpenAI 
Limited Partnership, San Francisco, USA on November 30, 2022, it has generated a lot of 
excitement and enthusiasm for individuals from diverse backgrounds about experimenting 
this new tool, and lively discussions have been taking place in many fields (Chen 2023). 
ChatGPT, as a recent form of generative artificial intelligence, is actually a large language 
model (LLM) with impressive capabilities in producing high-quality texts on a wide range of 
topics, generating coherent and human-like output when answering questions or statements, 
and thus allowing users to communicate with computers in a more natural and conversational 
way (Sabzalieva and Valentini, 2023).  

Given the exponential interest in the capacity and capabilities of ChatGPT, it has also 
created an ongoing debate over the advantages versus the risks of advanced AI technologies 
in the scientific community. The discussions were two-fold. On one hand, it is considered that 
ChatGPT could aid academics when conducting research and writing papers with its diverse 
functionalities such as serving as a search engine that provides direct responses to queries, 
enabling users to bypass the need to manually sift through sources, generating preliminary 
drafts of written pieces, providing a useful ground for those struggling with writer's block, 
acting as an interlocutor in a brainstorming session to generate a range of novel ideas, and 
even promoting research equity and diversity through supporting non-English speaking 
researchers to better express and communicate their research ideas (Dowling and Lucey 
2023; Gordijn and Have 2023; van Dis 2023). From this point of view, ChatGPT has been listed 
among the groundbreaking tools that can save time through aiding these crucial steps in 
research that require extensive efforts from human intelligence, and thus freeing up time for 
other critical research activities (Sallem, 2023).   

On the other side of the debate, scholars have raised concerns regarding potential bias in 
ChatGPT's training datasets, which could limit its capabilities and result in factual inaccuracies, 
a phenomenon called artificial hallucination. In this case, ChatGPT could be generating a mix 
of true and fabricated academic texts, which raises accuracy and integrity concerns (Alkaissi 
and McFarlane 2023; Liebrenz et al. 2023; Sallam 2023). In addition to the possibility of 
creating inaccurate content, the risk of bias and discrimination, Borji (2023) listed several 
other potential issues associated with ChatGPT, including lack of transparency and reliability, 
cybersecurity concerns, ethical consequences, and societal implications. Similarly, due to the 
dearth of pertinent training data, ChatGPT is likely to produce unsatisfactory outcomes in 
tasks that demand logical or common-sense reasoning since it is unable to grasp the context 
and meaning of the text it is asked to generate (Lund and Wang 2023; Strubell et al. 2019).   

Given that accuracy, clarity, coherence and bias avoidance are essential in scientific work, 
the accuracy and integrity of using ChatGPT for academic purposes still warrants more work 
since implications of ChatGPT on scientific writing is currently unknown (van Dis et al. 2023). 
Considering this void, the present study aims to conduct an AI-enabled research process using 
ChatGPT so as to evaluate its potential to generate an accurate, clear, concise, and unbiased 
information on a specified research topic. To achieve this aim, we preferred to work on 
emergency remote teaching (ERT), which has recently garnered significant interest in the 
scientific world due to its wide-spread use during the COVID-19 pandemic. ERT is also 
frequently contrasted with online teaching, and has generated opposing views in the relevant 
literature regarding the future prospects and uses of ERT in different stages of formal 
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education (Ferri et al. 2020). Thus, we consider that ERT offers a useful ground for an AI-
based investigation trial that necessitates both theoretical and judgmental information. 

Emergency remote teaching (ERT) is described as a temporary switch from face-to-face 
or blended instruction to fully remote teaching during crisis situations or emergencies with 
the purpose of providing a quick and reliable access to instruction rather than creating a 
comprehensive educational system (Hodges et al. 2020). The world has witnessed such a 
massive switch during the COVID-19 pandemic as the operations of almost all educational 
institutions around the world was suspended to avoid the health hazards of their citizens, and 
resorted to ERT to enable the continuity of instruction (Karakose 2021). As eloquently 
expressed by UNESCO (2020), education systems around the world faced an unprecedented 
challenge in the wake of massive school closures mandated as part of public health efforts to 
stop the spread of COVID-19, and as a result, education was delivered remotely through a mix 
of technologies in order to ensure continuity of curriculum-based study and learning for all.   

Since the time it was utilized in response to the health threatening conditions of COVID-
19 pandemic, ERT has garnered much debate among scholars with regard to its deficiencies 
as an unplanned form of instruction as well as its potential for supporting education in the 
case of any future crises, health threats, or natural disasters. As the lessons learned during 
the pandemic implied, ERT could cause serious psychological pressures and anxiety for not 
only students but for teachers, academics and families, necessitate alternative assessment 
and evaluation methods, amplify equity issues due to unequal access to technology and 
online tools, and also result in surveillance and data privacy concerns. Despite these hazards, 
scholars also contend that ERT should still be a matter of concern for educational specialists 
and scholars, and they should continue developing newer frameworks and assessing its 
potential implications for enhancing teaching/learning experience in such crises environments 
(Ferri et al. 2020; Hodges et al. 2020; Karakose 2021; Whittle et al. 2020).   

2. METHODOLOGY 

In the present study, we aimed to investigate how ChatGPT, as a recent AI-based 
innovation, responds to our search into emergency remote teaching (ERT) so as to evaluate 
the accuracy, clarity, and conciseness of information as well as the potential for any bias. We 
also wanted to conduct a comparative analysis of responses yielded by ChatGPT-3.5 and 
ChatGPT4 so that we can also identify any innovation brought by ChatGPT-4. With this 
purpose, we first conducted a comprehensive review of literature on ERT. Based on the 
literature on ERT (e. g., Bond et al. 2021; Hodges et al. 2020; Whittle et al. 2020), we 
developed a total of 23 open-ended questions to put to ChatGPT and retrieve fundamental 
information about ERT. We then conducted a panel meeting as the research team to discuss 
over this initial list of questions, and excluded questions that would potentially yield similar 
results. We also combined some of the questions to be able to reach more comprehensive 
answers. At the end of the panel discussion, all researchers agreed upon a total of 12 
questions to be asked within 5 basic themes: (1) the definition and emergence of ERT, (2) the 
appropriateness of ERT for different grade levels, (3) a comparison between ERT and online 
teaching, (4) the possible outcomes of ERT, (5) the future prospects and uses of ERT. 

Following this stage, we conducted a simultaneous search on ChatGPT-3.5 and ChatGPT-4 
using the same set of questions in the same order. We used each question once, and did not 
pose any additional questions to limit our interference to this data collection process as 
researchers. As researchers, we first rated these responses for each basic category 
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independently for the four criteria mentioned earlier: (1) accuracy of information, (2) clarity 
of information, (3) conciseness of information, (4) the potential for bias. The scoring for each 
category was made using a trichotomous rating system: 1=completely 
inaccurate/unclear/unconcise/biased, 2=partly accurate/clear/concise/biased, 3=completely 
accurate/clear/concise/unbiased. The ratings were made for responses given by each version 
of ChatGPT. Following this stage, a focus group discussion was also held based on these same 
premises. Next, we conducted a focus group meeting where we compared and contrasted 
information provided for each basic research theme listed above, and evaluated the accuracy 
and breadth of information in comparison with published research on ERT as well as any 
indication of bias or stance on ERT as a method of teaching.  

We also used Cohen’s kappa to comparatively assess the accuracy, clarity, and 
conciseness of information, and the degree of bias. Cohen’s kappa is a widely used statistic in 
social and medical sciences to quantitatively assess inter-rater agreement on a nominal scale, 
and the agreement between the raters is used as an indicator of the quality of the categories 
evaluated (Vieira et al. 2010; Warren 2015). Cohen’s kappa, as a chance-corrected measure of 
inter-rater reliability, assumes two raters as alternate versions of a test, with their ratings 
being comparable to test scores and thus determines whether the degree of agreement 
between the two raters is greater than what could be expected by chance (Sun 2011). 
Therefore, it is commonly accepted as a robust measure of agreement compared to a 
straightforward computation of percentage (Ben-David 2008; Viera et al. 2010). 

Cohen’s kappa is calculated over the ratings of two assessors and has a value between 0 
and 1. When both raters agree completely, Cohen's kappa takes the value of 1 whereas it 
takes a value of 0 when the level of agreement observed is the same as what would be 
expected by chance (Warrens 2015). Landis and Koch’s (1977) benchmark guideline is often 
used to interpret values between 1 and 0. Accordingly, Cohen’s kappa value between 0.00 
and 0.20 indicates slight inter-rater agreement, between 0.21 and 0.40 fair agreement, 
0.41and 0.60 moderate agreement, 0.61and 0.80 strong agreement, 0.81 and 1.00 almost 
perfect agreement. In the present study, the Cohen’s kappa values were calculated over the 
assessments of two researchers (T.T. and T.K.), and the results were interpreted using Landis 
and Koch’s (1977) benchmark. 

3. RESULTS 

In this section, we present the evaluations of responses given by ChatGPT-3.5 and 
ChatGPT-4 to queries made in the scope of five main themes: (1) the definition and 
emergence of ERT, (2) the appropriateness of ERT for different grade levels, (3) a comparison 
between ERT and online teaching, (4) the possible outcomes of ERT, (5) the future prospects 
and uses of ERT. Before elaborating on the assessment of results based on our trichotomous 
rating system for accuracy, clarity, conciseness and the possibility of bias, we preferred to 
include the responses by both versions of ChatGPT in Figures to enable transparency.  

Our query on ChatGPT started with the definition and emergence of ERT, and the 
responses were as illustrated in Figure 1.   
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RESEARCH THEME: The Definition and Emergence of ERT 

Model: GPT-3.5 Model: GPT-4 
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   Figure 1. Sample excerpts from responses of ChatGPT-3.5 & ChatGPT-4 for the definition and 
emergence of ERT (generated on April, 13, 2023) 

The researchers rated the responses by both ChatGPT-3.5 and ChatGPT-4 based on the 
trichotomous rating system. The assessment of accuracy for ChatGPT-3.5 revealed a mean 
value of 2,8 out of 3, indicating a high level of accuracy. Similarly, the mean value for clarity 
and conciseness were 2,4 and 2,8 respectively. With regard to the possibility of bias, 
researchers classified the responses as being almost unbiased with a mean value of 2,4. The 
results of Cohen’s kappa showed that the inter-rater agreement on the nominal scale was 
almost perfect, indicated with a kappa value of 0.86.  

When the responses by ChatGPT-4 with regard to the definition and emergence of ERT 
were evaluated, the mean values of researcher’s assessment were 2,8 for accuracy and 
clarity, 2,6 for conciseness and the possibility of bias. The kappa value of 0,91 indicated 
almost perfect inter-rater agreement for these responses by ChatGPT-4. 

A closer scrutiny into these responses shows that ChatGPT-3.5 has a clearer focus that 
ERT is a form of online teaching while ChatGPT-4 tends to define it as a form of remote 
teaching mostly depending on the use of digital technologies. Similarly, although both 
versions form links between the emergence of ERT and COVID-19 outbreak, ChatGPT-4 tends 
to avoid forming direct relationships between ERT and COVID-19. This is particularly evident 
in its definition of ERT, where it makes no reference to COVID-19 while ChatGPT-3.5 does. 
Likewise, ChatGPT-4 gives a much thorough and comprehensive definition of ERT with a more 
to-the-point choice of terminology used in the educational literature. Another interesting 
result is that ChatGPT prefers to use an acronym for emergency remote teaching, that’s ERT, 
although the researchers avoided using acronyms during the query, which could be 
interpreted as ChatGPT-4 having stronger capacity for making judgments in presenting 
information to the interrogator.  

Our next query on ChatGPT addressed the appropriateness of ERT for different grade 
levels, and the responses were as illustrated in Figure 2.   
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Figure 2. Sample excerpts from responses of ChatGPT-3.5 & ChatGPT-4 for the appropriateness of ERT 
for different grade levels (generated on April, 13, 2023) 

The assessment of researchers for the accuracy of responses provided by both ChatGPT-
3.5 revealed a mean value of 3, indicating full accuracy. Similarly, the mean value for clarity 
and conciseness of responses by ChatGPT-3.5 were 2,6  while it was 2,8 for the responses by 
ChatGPT-4. With regard to the possibility of bias, researchers classified the responses as being 
almost unbiased with a mean value of 2,8. The results of Cohen’s kappa showed that the 
inter-rater agreement on the nominal scale was almost perfect, indicated with a kappa value 
of 0.94.  

Although ChatGPT-3.5 and ChatGPT-4 gave similar responses with regard to the 
appropriateness of ERT for different grade levels, ChatGPT-4 seems to offer a more 
synthesized version of the same information, which makes its responses more intelligible and 
fluent. 

RESEARCH THEME The Appropriateness of ERT for Different Grade Levels 

Model: GPT-3.5 Model: GPT-4 
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In the third stage of query, we asked ChatGPT about the similarities and differences 
between ERT and online teaching, and the responses were as illustrated in Figure 3. 

Figure 3. Sample excerpts from responses of ChatGPT-3.5 & ChatGPT-4 for the comparison between 
ERT and online teaching (generated on April, 13, 2023) 

Our query of similarities and differences between ERT and online teaching certainly 
required a more detailed analysis and synthesis, and as illustrated by the responses in Figure 
3, ChatGPT-4 demonstrated a better performance in this regard. In this domain, the 
assessment of accuracy for ChatGPT-3.5 revealed a mean value of 2,4 while the result for 
clarity was 2,2 and 2 for conciseness. With regard to the possibility of bias, researchers 
classified the responses as being almost unbiased with a mean value of 2,4. The results of 
Cohen’s kappa showed that the inter-rater agreement on the nominal scale was almost 
perfect, indicated with a kappa value of 0.89.  

When the responses by ChatGPT-4 were evaluated, the mean values of researcher’s 
assessment were 3 for accuracy, 2,8 for clarity and conciseness, and 2,6 for the possibility of 
bias. The kappa value of 0,92 indicated almost perfect inter-rater agreement for these 
responses by ChatGPT-4. 

A closer scrutiny into these responses shows that ChatGPT-3.5 tends to give more 
general responses and often lacks details that could make the information clearer and vivid in 
the interrogator’s mind. For instance, it mentions that ERT requires different teaching 
methods but lacks any examples of these methods. However, ChatGPT-4 provides more 
detailed information about the different pedagogies and techniques required in the practice 
of ERT. Similarly, ChatGPT has better capacity to categorize information and present it in a 
clearer and concise fashion. In addition, ChatGPT-3.5 focuses on assessment in both similarity 
and difference domain while ChatGPT-4 prefers to focus more on pedagogic differences, and 
also underlines the fact that providing technical or professional support during ERT could be 

RESEARCH THEME: The Comparison between ERT and Online Teaching 

Model: GPT-3.5 Model: GPT-4 
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more difficult as compared to online teaching, which is not pointed by ChatGPT-3.5. These 
examples imply that ChatGPT-3.5 and ChatGPT-4 tend to have a different foci in this 
comparative analysis.  

In the fourth stage, we posed questions about the positive and negative outcomes of 
ERT, and the responses by the two versions of ChatGPT were as illustrated in Figure 4.   

Figure 4. Sample excerpts from responses of ChatGPT-3.5 & ChatGPT-4 for the outcomes of ERT 
(generated on April, 13, 2023) 

As our query went deeper on ERT, it seemed to us that both versions of ChatGPT were 
likely to produce more comprehensive and detailed responses. The accuracy, clarity and 
conciseness of responses were categorized by researchers as being almost perfect with a 
mean value of 2,6 for ChatGPT-3.5, and 3 for ChatGPT-4. As our fourth query addressed the 
possible positive and negative outcomes of ERT, it required stronger judgment on the use of 
ERT. Therefore, ChatGPT-4 employed a slightly better performance than ChatGPT-4. However, 

RESEARCH THEME: The Outcomes of ERT 

Model: GPT-3.5 Model: GPT-4 
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both versions attempted to avoid providing biased information, as indicated by their 
responses including both the positive and negative aspects of resorting to ERT as a method of 
teaching. The mean value of 2,8 out of 3 for the possibility of bias showed that researchers 
evaluated ChatGPT-4 responses for this domain as being almost unbiased. The results of 
Cohen’s kappa also showed that the inter-rater agreement on the nominal scale was almost 
perfect, indicated with a kappa value of 0.91.  

When the positive and negative outcomes of ERT as listed by ChatGPT-3.5 and ChatGPT-4 
reviewed, it can be clearly seen that they actually say the same thing using different words or 
phrases. However, ChatGPT evidently generates more detailed responses including outcomes 
that are not mentioned by ChatGPT-3.5. For instance, for the positive outcomes of ERT, 
ChatGPT-4 lists improvement of health and safety, digital literacy of teachers and students 
and the inclusivity in education, but ChatGPT-3.5 does not. Similarly, in the negative 
outcomes domain, Chat GPT 4 mentions increased stress and workload of teachers in addition 
to other educational outcomes. On the other hand, ChatGPT continues to focus on the 
likelihood of decreased quality of assessment during ERT.  

In the final stage of our query, we interrogated ChatGPT about the future prospects and 
uses of ERT, and the responses were as illustrated in Figure 5.   

RESEARCH THEME: The Future Prospects and Uses of ERT 

Model: GPT-3.5 Model: GPT-4 
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Figure 5. Sample excerpts from responses of ChatGPT-3.5 & ChatGPT-4 for the future prospects and 
uses of ERT (generated on April, 13, 2023) 

With regard to the future prospects and uses of ERT, responses by the two versions of 
ChatGPT were quite different although they shared some common grounds as well. Although 
the mean values of researcher assessment for the accuracy of information was high (2,8 for 
ChatGPT-3.5 and 3 for ChatGPT-4), ChatGPT-4 provided more concise and thorough 
information. The mean values for the clarity and conciseness of ChatGPT-4 responses were 
2,8 while it was 2 for ChatGPT-3.5 responses. The Cohen’s kappa value of 0.86 also indicated 
a high level of inter-rater agreement with this regard.  

Articulating responses for the possible implications of ERT in the future clearly demands 
more judgmental stance based on existing knowledge, and ChatGPT-4 seems to have gone 
way forward compared to its previous version. Although some aspects of their responses are 
similar, ChatGPT underlines the potential of ERT to bring some solutions to the ever-lasting 
problems of education such as social justice, customized teaching, resilient education systems 
in the face of unexpectedly and fast changing world. In fact, what makes ChatGPT-4 responses 
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look more convincing seems to be its capacity to offer a more comprehensive and concise 
categories of information.   

4. DISCUSSION 

The current study aimed to provide an account of the responses and perspectives of the 
two versions of ChatGPT (3.5 and 4) with respect to emergency remote teaching, taking into 
account scientific accuracy, clarity, conciseness, and potential biases as the essential 
components of a scientific work. The present investigation sought to conduct an initial 
assessment of a novel technological advancement grounded in artificial intelligence, namely 
ChatGPT, which could potentially serve as a transformative agent for the acquisition and 
dissemination of knowledge in the foreseeable future. 

Our descriptive assessment of the responses by ChatGPT-3.5 and 4 indicated that both 
versions were capable of generating accurate information without significant bias when the 
topic under investigation, ERT in the present case, is clearly discussed in the literature without 
significant controversy. However, it is also noteworthy that these responses are not only 
based on published research but also on a huge variety of data provided on the internet (Gilat 
and Cole 2023). Given that scientific knowledge grows on previous evidence and thus 
references to previous publications is essential, these automatic, AI based responses cannot 
be directly used in scientific writing as ChatGPT does not currently provide correct citing 
resources, and can even fabricate non-existent references (Chen 2023).  

Considering a previous finding that ChatGPT performed greatly in generating queries for 
systematic reviews with high precision, despite cautions for the scope and transparency of 
analysis (Aydın and Karaaslan 2022; Wang et al. 2023), the accuracy, clarity and conciseness 
of information yielded by our search should not be surprising as most of the questions we put 
to ChatGPT could be answered after a thorough review of the literature. However, as the 
level of judgment required by the query increases, the performance of ChatGPT-4 seemed to 
be well ahead of ChatGPT-3.5’s, particularly with regard to conciseness and clarity of answers. 
ChatGPT-4 provided a more synthesized and detailed categories of information with a larger 
scope of view on ERT, and with a more technical language. Yet, the responses produced by 
both versions still lacked depth and insight with mostly being repetitive as previously 
underlined (Cahan and Treutlein 2023; Gordijn and Have 2023; Liebrenz et al. 2023). From 
this perspective, our findings also conflict with the previous assumption that ChatGPT could 
generate over-detailed or excessive content that would pose additional burden on the 
researchers (Aczel and Wagenmakers 2023; Chen 2023; Stokel-Walker and van Noorden 
2023), but supports the view that using proper prompts and posing clear questions matter in 
carefully supervising ChatGPT to produce to-the-point responses (Sallam 2023; Wang et al. 
2023). 

With regard to our query on the definition and emergence of ERT, both versions of 
ChatGPT generated convincing responses. In a frequently cited article, Hodges et al. (2020, p. 
6) defines ERT as “a temporary shift of instructional delivery to an alternate delivery mode 
due to crisis circumstances. It involves the use of fully remote teaching solutions for 
instruction or education that would otherwise be delivered face-to-face or as blended or 
hybrid courses and that will return to that format once the crisis or emergency has abated”. 
ChatGPT generated very similar versions of this definition. With respect to the emergence of 
ERT, though, ChatGPT-3.5 gave different examples of times it was used a s a method of 
teaching such as the Ebola outbreak in Africa during 2014-2015. Indeed, several studies were 
published on the use of television and radio broadcasting as a means of delivering instructions 
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(e.g. Darvas 2017; Hallgarten 2020; Smith 2021). Interestingly, ChatGPT-4 avoided these 
examples, and only mentioned COVID-19 pandemic as a typical example of a time where ERT 
was widely employed. This focus on COVID-19 was also evident in the responses of ChatGPT-
3.5. 

The differences between online teaching and ERT was another topic of hot debates in the 
scientific world following the COVID-19 outbreak (Barbour et al. 2020; Bozkurt and Sharma 
2020; Ferri et al. 2020; Karakose 2021b). Therefore, our second query was about the 
similarities and differences between ERT and online teaching, where both versions of 
ChatGPT underlined that ERT lacked many of the essential elements of online teaching such 
as social contact and student interaction, carefully-prepared, high-quality digital materials, 
improved digital skills for both teachers and students, easy and equitable access to digital 
devices and digital content (Adam et al. 2017; Delen and Liew 2016). These results were really 
promising, particularly regarding that the answers to this query required comparisons and 
deeper synthesis of information.  

The third step in our query on ChatGPT-3.5 and 4 were about the positive and negative 
outcomes of ERT. It was noteworthy that both versions approached the two questions, about 
the positive and the negative outcomes, from both angles. In other words, when we asked 
about the positive outcomes, they both mentioned that negatives outcomes should also be 
regarded, and vice versa. We interpreted this as an attempt to display an objective and 
unbiased stance during their interaction with the interlocutor. This could be assumed to be 
good sign of potential capability of generating more objective and accurate information in the 
forthcoming versions of AI-generated LLMs.  

In the final set of our query, we questioned ChatGPT about the potential uses and 
benefits of ERT in the future. As can be expected, the first responses of both versions 
addressed its use in possible crises situations such as natural disasters or other health-
threatening outbreaks. However, when we asked for other possible benefits of ERT without 
experiencing such emergencies, both versions were able to articulate judgments regarding 
the possible uses of ERT in solving some of the long-lasting problems of education such as 
acquiring equitable standards for learners with special needs, providing customized learning 
appropriate for the unique needs of students, and establishing a more flexible learning 
environment in the contemporary fast-changing context of schools. Although these responses 
seemed a bit over-enthusiastic in the face of existing research evidence, they provide a useful 
ground for developing different perspectives into the improvement of ERT experience in 
future instances of its use.  Another point we should make is that, in this domain of our query, 
ChatGPT-4 generated more comprehensive and detailed responses as compared to ChatGPT-
3.5. This could be due to the fact that ChatGPT-4 demonstrates better performance in areas 
such as reasoning, following user intent, knowledge retention and synthesis compared to 
earlier models such as ChatGPT-3.5 and the responses generated by ChatGPT-4 were 
preferred those generated by ChatGPT-3.5 over 70% of the trials (OpenAI 2023). 

5. CONCLUSION  

Since the release of ChatGPT, particularly its most recent version GPT-4, several potential 
use cases have been postulated or tested such as designing webpages, writing minutes, 
creating catalogs, writing newspaper articles, songs, poems, jokes, and scripts, providing 
therapy, organizing unstructured data, generating queries, creating automated applications, 
and answering open-ended analytical questions (Taecharungroj 2023). While the 
improvement in the AI technologies have already started to make many of these tasks 



                                                                                      Tülübaş et al. | 106 

Ed Process Int J  |  2023  |  12(2): 93-110. 

unexclusive, whether these developments could make some professionals redundant has 
become another object of curiosity (Greene 2022; Warner 2023). In fact, innovative 
technologies like ChatGPT will certainly have both favorable and unfavorable consequences. 
In the realm of science, the technology that underlies ChatGPT could fundamentally 
transform how people search for information by delivering immediate and in-depth results, 
and ChatGPT has already earned reputation as a groundbreaking tool that can serve as a 
research assistant, idea generator, or language editor (Sabzalieva & Valentini, 2023). Yet, as 
underlined by several scholars, more investigation is necessary to assess the content of 
ChatGPT to comprehend its potential impact on the advancement of scientific work 
(Checcucci et al. 2023; Gordijn and Have 2023; Sallam 2023). The results of the present study 
support this assumption despite showing that ChatGPT has a strong potential to aid research 
through generating accurate, clear, and concise information mostly free of bias. However, as 
cautioned earlier, ChatGPT is not governed by ethical principles and does not take the 
responsibility of content it produces, and as the outcomes it produces comes from the 
statistical analysis of billions of texts on the internet, it is still likely to reflect any cognitive bias 
found in this information (Sabzalieva and Valentini 2023). 

The originality of the current study lies in the fact that it was one of the first studies to 
conduct a comparative evaluation of content produced by ChatGPT-3.5 and 4, and the results 
were actually very impressive. Our findings showed that the recent version of ChatGPT seems 
to offer better guidance for scientific queries, complying with Dowling and Lucey’s (2023) 
expectation that ChatGPT-4 ‘promises a truly revolutionary language model due to advances 
in algorithms and over 600 times greater testing parameters’ (p. 5). Yet, in its current state, 
the utility of ChatGPT for academic purposes seems to be limited, but we should also 
acknowledge that it is certainly a groundbreaking step in the development of tools to enhance 
scientific work (Gordijn and Have 2023). Therefore, we want to reiterate Sallam’s (2023) and 
Kasneci et al.’s, (2023) claim that the cooperation of human and artificial intelligence is still 
warranted to ensure an accurate and reliable output from AI-based queries. To explain with 
an allegory, if we consider ChatGPT as a plane with innovative technologies, there still needs 
to be a pilot in the cockpit to make use of these technologies in the best way so as to fly the 
plane safely to its destination. 
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